
8306 IEEE TRANSACTIONS ON IMAGE PROCESSING, VOL. 30, 2021

Hierarchical Reasoning Network for
Human-Object Interaction Detection
Yiming Gao , Zhanghui Kuang, Member, IEEE, Guanbin Li , Member, IEEE,

Wayne Zhang , and Liang Lin , Senior Member, IEEE

Abstract— Human-object interaction detection that aims at
detecting <human, verb, object> triplets is critical for the
holistic human-centric scene understanding. Existing approaches
ignore the modeling of correlations among hierarchical human
parts and objects. In this work, we introduce a Hierarchical
Reasoning Network (HRNet) to capture relations among human
parts at multiple scales (including the holistic human, human
region, and human keypoint levels) and objects via a unified
graph. In particular, HRNet first constructs one multi-level
human parts graph, each level of which consists of human
parts at one specific scale, objects, and the unions of human
part-object pairs as nodes, and their mutual visual and spatial
layout relations as intra-level reasoning. To also capture the
relations across scales, we further introduce inter-level reasoning
between the nodes of two consecutive levels based on the prior
of human body structure. The representations of graph nodes
are propagated along intra-level and inter-level reasoning in
turn during reasoning. Extensive experiments demonstrate our
HRNet obtains new state-of-the-art results on three challenging
HICO-DET, V-COCO and HOI-A benchmarks, validating the
compelling effectiveness of the proposed method.

Index Terms— Human-object interaction, hierarchical reason-
ing network, graph neural network.

I. INTRODUCTION

W ITNESSING the great progress in instance understand-
ing such as object detection [1]–[3] and human pose

estimation [4]–[6] in recent years, the vision community steps
forward to comprehend visual relationships between individual
instances. Human-Object Interaction (HOI) detection aims at
detecting and recognizing triplets of human, object and their
relationships in images, which plays an important role in the
image holistic comprehension. It benefits various vision tasks
(e.g., visual question answering [7], visual grounding [8],
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Fig. 1. How do human recognize human-object interactions such as kicking
a football? We conjecture that the detection of human-object interaction
depends on not only the human and object appearances but also underlying
relations among human parts and objects at different scales and those across
scales from coarse to fine and vice versa. Thus, we propose to model
human-object interactions as one hierarchical graph consisting of three levels
which correspond to human, human region, and human keypoint scales
respectively.

image and video caption [9] and activity recognition [10]) and
is being widely studied.

Recent works [11]–[14] make attempt to explore human part
representation for HOI detection to distinguish fine-grained
interactions. They either directly extract representations of
human poses [11], [12] or pairwise body part interaction [14],
or use human poses to align human part representations via
one zoom-in module [13]. Although they achieve impressive
results, they all utilize single-scale human part representations
only as additional local clues, and overlook the hierarchi-
cal structure of human bodies, which leads to sub-optimal
performance.

How do humans recognize fine-grained human object inter-
actions (e.g., distinguishing person kicking a football from
person stopping a football, as shown in Fig. 1) ? We conjecture
that humans recognize action from the perspective of analyzing
both coarse and fine level simultaneously. Humans first take a
glance at the human and object appearance and their holistic
positional relations. But just recognizing from single human
level is not sufficient. Humans also focus on the fine level
of relative human parts, and analyze the appearance and
spatial relations among the parts and object. Finally they
determine the interactions by considering both coarse and fine
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level together. Thus, we need to model the relations of both
human-object at multiple scales and human-region-keypoint.

Inspired by the procedure described above, we step forward
to propose a novel Hierarchical Reasoning Network (HRNet)
to simultaneously capture and represent the above cues via a
unified hierarchical graph. As described above, the cues need
to represent appearance and spatial information at both coarse
and fine level. The cues also contain relationships among
human parts and object with various levels, including appear-
ance and spatial relationships. To represent multiple levels
information, we build the graph which consists of three levels
from top to bottom named human, human region and human
keypoint level, as shown in Fig 1. Each sub-graph at one level
represents the visual appearance and spatial information of
corresponding body parts and object. The three levels can
model the relationships among human parts and objects in
terms of visual appearance correlation and spatial layouts at
human, human regions and human keypoint level respectively.
The consecutive graph levels are connected with the prior
of human body structure. In this way, HRNet can learn
multi-level human object interaction representations between
coarse and fine simultaneously. Multi-level representations
can be mutually enhanced via messages propagation along
the intra-level and inter-level connections in it. We finally
concatenate multi-scale representations to classify the category
of human object interactions.

Different from previous methods [11], [12], [14], which
sophisticatedly and individually design one network subbranch
for each kind of information, our proposed HRNet equiv-
alently considers the information of humans, human parts,
human poses, objects and union boxes of humans and objects.
The proposed HRNet provide the techniques of represent-
ing multi-level information as graph nodes and their visual
and spatial relations as graph edges in one unified graph
structure. Thanks to unified graph structure, our framework
is extensible, and easily incorporates other information. All
the representations of nodes and edges are learnable without
handcrafting. Specifically, HRNet can be applied to not only
the human-object interaction detection, but also the challeng-
ing fine-grained classification via representing the local subtle
regions and capturing their relationships.

We conduct extensive experiments on three human-object
interaction benchmarks, V-COCO [16], HICO-DET [17] and
HOI-A [18]. Our proposed HRNet obviously outperforms its
counterpart without hierarchical reasoning even with a stronger
baseline. It achieves new state-of-the-art results on HICO-
DET, V-COCO and HOI-A in terms of average precision (AP).
Specifically, it obtains an AP of 21.93%, 53.1% and 67.26%
on HICO-DET with default setting, V-COCO and HOI-A
respectively. Moreover, the experiments are also conducted
on a challenging fine-grained classification dataset, which
demonstrate the superiority of our HRNet in both accuracy
and generality, and also validate the effectiveness of each
component.

Our main contributions are summarized in three aspects,
as follows:

• We propose the tailored hierarchical reasoning net-
work (HRNet) for human-object interaction detection,

in which we incorporate the relations among body parts
and object at multi-scale levels with the appearance and
spatial information in a unified graph.

• We provide extensive experiments on several challeng-
ing human-object interaction detection benchmarks and
show that our proposed HRNet achieves new state-of-
the-art performances on three challenging benchmarks,
i.e., HICO-DET, V-COCO and HOI-A.

• We also demonstrate the effectiveness of HRNet on fine-
grained classification, in which we model the relations
among regions at multiple levels in a unified graph.
We validate its effectiveness on different baselines and
show that it can improve the fine-grained classification
performance obviously.

II. RELATED WORK

A. Visual Relationship Detection

Visual relationship detection [19]–[24] targets at detecting
generic objects and their mutual relationships simultaneously
in images. Recent work explore languages priors [20], visual
translation embedding [21], deep feature interaction [23], and
attention mechanism [24] to improve its performance. Differ-
ent from visual relationship detection, we aim at a related but
different task, human-object interaction detection, which has
different challenges. e.g., dramatic human pose variations.

B. Human-Object Interaction Detection

Human-Object Interaction (HOI) detection [16], [17] aims
at detecting the human-centric relationship, which is essential
for human-centric understanding in the vision. Comparing
with the visual relationship detection, HOI detection is more
fine-grained and a multi-label problem, e.g., a person is
eating and holding an apple, and talking on a phone while
lying on a bed. Earlier methods [16], [17], [25] employ a
multi-stream framework to directly use human appearances,
object appearances and spatial configurations separately to
detect HOIs. Recently, some studies [11]–[15] make attempt to
use local representations of human parts as auxiliary clues to
enhance the global representation for HOI detection, which has
achieved impressive performance improvements. Specifically,
PMFNet [13] concatenates local representations around human
keypoints weighted by attention with the global one. Some
recent studies [18], [26], [27] propose a stronger detector to
improve the HOI detection performance. DJ-RN [28] proposes
to incorporate detailed 3D information Neither of the two
methods model any relation among human local parts and
objects.

Another solutions [11], [15], [29]–[31] for HOI detec-
tion are to explore the relations among human and objects.
Fang et al. [14] explore the correlations of human keypoint
pairs to focus on crucial parts. No-frills [11] explicitly
encodes the spatial relative position without considering their
visual correlations. ACP [29] explicitly leverage the action
co-occurrence priors for HOI detection. GPNN [31], DRG [30]
and RPNN [15] model the relations between objects and
human instances or human regions such as the head, hands and
legs, and those between human regions and human. Different
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TABLE I

COMPARISON BETWEEN APPROACHES IN TERMS OF WHETHER MODELING HUMAN REGIONS, HUMAN KEYPOINTS, HUMAN PART INTRA-LEVEL/
INTER-LEVEL RELATIONS, AND HUMAN PART OBJECT RELATIONS. NO-FRILLS [11] MODELS THE SPATIAL RELATIONS BETWEEN HUMAN PARTS

AND OBJECTS ONLY WITHOUT THEIR VISUAL CORRELATIONS. OUR HRNET ENCODES ALL THE INFORMATION IN ONE UNIFIED GRAPH

WITHOUT SOPHISTICATED DESIGN FOR EACH ONE

from all above mentioned methods, our proposed HRNet not
only encodes the spatial information and multi-scale visual
representations, but also models intra-level and inter-level
relations among human parts at multi-scales and objects.
More detailed comparisons between our method with previous
approaches can be found in Table I. Though some of the cues
are addressed in existing methods, we step forward to explore a
novel hierarchical graph structure to model the relations within
and across the hierarchical levels. The proposed hierarchical
graph module can uniformly represent the multi-level appear-
ance and spatial features and capture the relations among them.

C. Graph Reasoning

Graph reasoning has shown to have substantial practical
merits for many tasks, such as node and graph classifica-
tion [32]–[34], object detection & parsing [35]–[37], visual
grounding [38]–[40], visual question answering [41], fashion
retrieval [42], [43] and action recognition [44]–[48]. Previ-
ous works [44], [48] build the graph structure for action
recognition where the nodes are represented by human or
objects. Some works [33], [34] build the hierarchical graph
structure through adaptive merging or differentiable graph
pooling. However, they ignore the prior knowledge such as
human skeleton to build the hierarchical structure. Recently,
GPNN [31] and RPNN [15] construct the graph structure using
single scale of human regions and objects as nodes to model
the relations between human and objects. However, Neither
of them model the relations among human parts at multi-scale
levels. In contrast, we customize the graph structure to address
the HOI detection. Comparing with normal Graph Neural
Network pipeline, we emphasize the different as follows:
1) incorporation of prior knowledge (e.g., human skeleton)
to build the hierarchical structure; 2) construction of three
sub-graphs which models the relations between regions of
specific human level and the object; 3) the design of inter-level
reasoning to connect the sub-graphs among different human
structure levels.

D. Fine-Grained Classification

Our work is also related to fine-grained image classifica-
tion. Fine-grained image classification aims at recognizing
sub-classes of some given object categories, such as species
of birds. Previous works tackle this problem with extra
annotations, such as bounding box [49], [50]. Recent studies
[51]–[53] mainly focus on locating the local discriminative

regions with weak supervision. Some recent approaches pro-
pose to extract more discriminative representations via the
pooling operation [54]–[57] and the bilinear operation [58].
Some recent approaches [59], [60] exploit extra explicit
knowledge to model the relations among categories. Instead,
we explore to learn the relations of local regions without extra
explicit knowledge.

III. METHODOLOGY

A. Overview

The goal of HOI detection is to recognize the relationship of
each pair of detected human and object in the image. Given
an image I, we first use an off-the-shelf object detector [1]
to obtain the human/object boxes bh, bo, where bh, bh ∈
R

4. Then, we can easily obtain the union box bu . Second,
we further denote the bounding boxes of human parts at level l
by Bl

p = [b1
pl

, . . . , bNl
pl ] ∈ R

4×Nl for the detected human
bh , where Nl is the number of human parts at level l and
l ∈ {1, . . . , L} indicates the level index from top to down.
We treat the whole human as the human part at level 1 for
simplification. Thus, N1 = 1 and b1

pl
= bh . For each pair

of the human and object < bh, bo > in an image, the vector
score of interactions is given by

shoi = f (I, bh , bo, bu , {Bl
p}L

l=1), (1)

where f is the prediction network. Let f i
pl

, fo and fu denote
the appearance features corresponding to the human part bi

pl
,

the object bo and the human-object union region bu respec-
tively. They are extracted by RoI-Align [2] from the output
feature maps of the backbone stream based on their bounding
boxes. We propose the hierarchical reasoning module to model
the relations among human parts with bounding boxes bl,i

p at
multiple scales and objects with bounding box bo. It can refine
the human object interaction representation via message prop-
agation, and output multi-scale feature vectors. We stack the
hierarchical reasoning module upon the convolutional neural
network, and obtain the Hierarchical Reasoning Network
(HRNet). In this section, we first introduce our Hierarchical
Reasoning Module in Section III-B, and then describe the
overall architecture of HRNet in Section III-C.

B. Hierarchical Reasoning Module

Our proposed hierarchical reasoning module targets at learn-
ing discriminative representation of human object interaction.
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Fig. 2. The overall framework of our proposed HRNet. Given a pair of detected human and object proposals, their features extracted by the backbone
stream, and their spatial configuration map encoding human and object bounding boxes and human pose, are fed into the global module to extract the global
feature fg , which predicts one interaction scalar score sb. The features of proposals are also fed into the hierarchical reasoning module to build one multi-level
graph, each level of which consists of human part nodes at one specific scale, one object node, and one human part-object union node. Features in the graph
are attentively enhanced by the dynamic attention α generated by fg , and then propagated along the intra-level and inter-level edges. Finally, the concatenation
of features of the union nodes at multiple levels and the global feature, is classified into HOI categories, obtaining one human object interaction category
vector score shoi .

It is designed as multi-level graph, in which the lth level
consists of human parts bl,i

p , the object bo, and the human-
object union bu as nodes, and their mutual visual correlations
and spatial layouts as edges. Each node in the graph encodes
not only its corresponding appearance feature (i.e., f l,i

p , fo and
fu), but also spatial information. To represent the spatial infor-
mation, we denote the sl,i

p , so and su as the spatial information
for bl,i

p , bo, and bu respectively. Specifically, we represent
and embed the spatial information for each node by one
6-dimensional vector consisting of corresponding bounding
box center coordinate, width, height, and bounding box area
normalized w.r.t the whole input image, and the bounding
box aspect ratio. The node representations of human parts,
the object and the human-object union are given by

xl,i
p = [f l,i

p || fs(sl,i
p )], i = 1, · · · , Nl ,

xl
o = [f l

o|| fs(so)],
xl

u = [f l
u || fs(su)], (2)

where || is the concatenation operation, and f l
o and f l

u are
feature vectors of the object bo and the human-object union
bu at the lth level after pooling. fs is one MLP with two
layers and one ReLU between them for embedding the spatial
information. In this way, we finally obtain the graph node

representation of the lth level Xl = [xl,1
p ; · · · ; xl,Nl

p ; xl
o; xl

u] ∈
R

C×(Nl+2) where C is the feature dimension.
There are two kinds of reasoning in our multi-level graph.

Namely, the intra-level reasoning and inter-level reasoning.
The intra-level reasoning targets at modeling the intra-level

relations among human parts at one specific scale, the object
and the human-object pair. And the inter-level reasoning mod-
els the inter-level relations those among human parts across
scales.

1) Intra-Level Reasoning: We represent the relations
between nodes at the same level via their appearance corre-
lations and spatial layouts. We establish appearance relations
between nodes using the attention mechanism [61]. Formally,
the edge el

a(i, j) between node i and j at level l is formulated
as

el
a(i, j) = exp( fa(xl

i , xl
j ))∑

k exp( fa(xl
i , xl

k))
, (3)

where fa is one MLP with two layers and one LeakyReLU
followed by them, as done in [61]. The negative input slope of
the LeakyReLU is set to 0.2. We denote the appearance rela-
tions at level l by the adjacency matrix El

a ∈ R
(Nl +2)×(Nl+2)

with el
a(i, j) being its (i, j) element. To obtain the spatial

layout, we establish the spatial relations between nodes via
computing their normalized l2-distance:

el
s(i, j) = 1 − d(i, j)√

w2
i j + h2

i j

, (4)

where d(i, j) denotes the l2-distance between the center
coordinates of node i and j . wi j and hi j indicates the width
and height of the human box bh when both node i and i
correspond to human parts, or the width and the height of
union box bu when either node i or node j refers to the
object. We construct the adjacency matrix encoding spatial
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Fig. 3. The illustration of the inter-level edges. We connect the nodes of
two consecutive levels based on the human body structure. The head node
is connected with five keypoint nodes. i.e., the nodes of the nose, the left
eye, the right eye, the left ear, and the right ear; The torso node is connected
with the nodes of the left hand, the right hand, the left wrist, the right wrist,
the left elbow and the right elbow. The hip node is connected with the nodes
of the left hip and the right hip. The leg node is connected with the left knee,
the right knee, the left ankle and the right ankle.

layouts as Êl
s ∈ R

(Nl +2)×(Nl+2) with el
s(i, j) being its (i, j)

element. We normalize Êl
s following [32] to stabilize the

training, obtaining El
s = D̂− 1

2 Êl
sD̂− 1

2 , where D̂ is one diagonal
matrix with D̂ii = ∑

j �=i el
s(i, j). El

s is a normalized adjacency
matrix encoding spatial relations between nodes at level l.

With the appearance relation El
a and the spatial relation

El
s , we refine the node features by message propagation in

our proposed multi-level graph at each level l independently.
Formally, we perform graph reasoning to evolve the node
representation Xl , which can be given by

X̂l = ReLU(Wp
a (XlEl

a)) + ReLU(Wp
s (XlEl

s)), (5)

where Wp
a ∈ R

C �×C and Wp
s ∈ R

C �×C are the learnable
weight. X̂l ∈ R

C �×(Nl +2) is the updated node representation
of the lth level after once message propagation.

2) Inter-Level Reasoning: Besides capturing the relations
among human parts, the object, and the union of human
and object region at each level, we also model those across
scale levels via constructing inter-level edges. We establish
the inter-level edges between two consecutive levels according
to the prior knowledge of the body structure. As shown in
in Fig 3, our designed three levels of the graph correspond to
scales of human, human regions, and human keypoints from
coarse to fine respectively. The human is represented by one
node at the top level, while four human regions (i.e., head,
torso, hip, and leg) at the middle level and 17 keypoints at the
bottom level. Four human regions are connected to the human
node at the top level while each node in the human region level
is connected to its corresponding keypoints in the third level
(see the connections in Fig 3). For any inter-level connection
between xl1

i and xl2
j , we define a scalar edge weight el1,l2

h (i, j),
which is given by

el1,l2
h (i, j) = exp( fh(xl1

i , xl2
j ))∑

(l,k)∈N
l1
i

exp( fh(xl1
i , xl

k))
, (6)

where fh is one MLP with two layers and one ReLU between
them. N

l1
i represents the index set of the connected nodes of

xl1
i at different levels. It consists of tuples (l, k) with l and k

being the level index and the node index of xl
k respectively.

Similarly, we refine node representations via propagating
and aggregating them across different levels. In this way,

our node representations contain multi-scale clues for human
object interaction detection. Formally, the refined node feature
x̂l1

i is given by

x�l1
i = xl1

i +
∑

(l,k)∈N
l1
i

el1,l
h (i, k)xl

k (7)

and

x̂l1
i = ReLU(Whx�l1

i ), (8)

where Wh ∈ R
D�×D is the learnable matrix.

3) Sequential Reasoning: There are two kinds of reasoning
to propagate information at one specific level or across differ-
ent levels. Namely, intra-level reasoning models the relations
of both appearance correlations and spatial layouts at one
specific level, which is described in Eq. 5. And inter-level
reasoning models the relations across different levels with
the prior knowledge of human body structure, as described
in Eq. 8. Since two kinds of reasoning models different
relations and each sub-graph Xl has its specific level of
appearance and spatial information, we choose to conduct
the two reasoning modules in an alternate sequential manner
for better optimization. In each reasoning iteration of our
hierarchial reasoning module, we sequentially conduct the
two propagations. Specifically, we first perform the intra-level
reasoning via Eq. 5, and then perform the inter-level reasoning
via Eq. 8. We perform graph reasoning for T times to capture
the complex relations among human parts at three scales,
the object and the human-object pair union.

C. Network Architecture

As shown in Figure 2, our proposed Hierarchical Reason-
ing Network (HRNet) is composed of the feature extraction
backbone, the hierarchical reasoning module, and the global
module.

1) Feature Extraction Backbone: We adopt ResNet-50 [62]
with FPN [63] as our backbone following [13]. Given the
human and object bounding boxes detected by an off-the-shelf
detector, the feature extraction backbone extracts the regional
features by employing ROI-Align [2] on the output feature
maps with highest resolution of FPN based on the bounding
boxes.

2) Global Module: Following [13], the global module first
takes the pooled regional appearance features of the human,
the object, the union of human-object pair and the spatial
configuration as input, as shown in Figure 4 (a). We adopt
four non-shared MLPs with 2 layers and ReLU to extract
the features of the human, the object, the union region of
human-object and the spatial configuration map respectively,
and concatenate all output features to obtain the global repre-
sentation fg . Specifically, the spatial configuration is encoded
by one tensor with size of M×M×3, as shown in Figure 4 (b).
Its first two channels contain the binary masks of the human
and the object, where the value is set to 1 within the human
(or the object) bounding box and 0 in other areas. Its third
channel contains the human pose mask represented by one
line-graph, which plots lines to connect neighbor joints based
on the human skeleton configuration of COCO [64].
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Fig. 4. The structure of the global module and the spatial configuration
map. (a) The global module takes the pooled region appearance features
of the human, the object, the union region of human-object and the spatial
configuration map as input to obtain the global representation fg . (b) The
spatial configuration map contains the binary masks of the human and the
object respectively, and a human pose mask encoded by an line-graph.

3) Dynamic Attention: Motivated by the observation of
recognizing interactions by human, it can be noticed that not
all the human parts are benefit for recognizing interactions
in one particular human-object pair. Thus, we would like to
focus on the important human parts to guide the reasoning.
We utilize the global information fg to endow the weight
for graph nodes via one MLP with two layers and one
RELU between them. Specifically, the network takes the global
features fg as input, and outputs the attention weight vector
αl ∈ R

Nl +2, l ∈ {1, . . . , L}. The graph node representations
are enhanced attentively, and we obtain αl

i x
l
i .

4) Loss: Following [12], [13], given a pair of human and
object, we predict the binary score sb of whether interaction
exists between the human and object, and the score vector shoi

of HOI categories simultaneously. For inference, we take the
global representation fg as input, and then obtain the binary
score sb as follows

sb = sigmoid( fb(fg)), (9)

where fb is one MLP with two layers and one ReLU between
them.

For the HOI category prediction task, we concatenate the
global feature from the global module, and representations of
the human-object pair union at multi-level together, and then
predict the category score vector. Formally, we have

shoi = sigmoid( fhoi ([fg||x1
u||x2

u||x3
u])), (10)

where fhoi is one MLP with two layers and one ReLU between
them. xl

u is the feature of the human-object pair union node
at the lth level. Finally, we can obtain the Binary Cross
Entropy (BCE) loss over shoi and sb as follows:

L = L BC E(shoi , s̄hoi ) + μL BC E (sb, s̄b), (11)

where s̄hoi and s̄b are the ground-true of multi-label HOI
category label and binary interaction label respectively, and
μ is a hyperparameter used to balance the two loss terms.

IV. EXPERIMENTS

A. Experimental Settings

1) Implementation Details: We use the Faster R-CNN and
AlphaPose [65] pretrained on COCO as the off-the-shelf object
detector and pose estimator to obtain the object detection

and pose estimation, respectively. The output of the pose
estimation is the same as COCO setting with 17 keypoints.
For estimating the bounding box of each human region at
the second level in our proposed graph, we first estimate
the minimum rectangle that contains its connected keypoints
and then expand it along the horizontal and vertical direction
by 10% of the human bounding box bh width and height
respectively. Specifically, we build four human parts, named
as “head”, “hand”, “hip” and “leg”, in the human region level
following [15]. The “head” part contains the keypoints of
“left/right eye”, “left/right ear” and “nose”. The “hand” part
contains the keypoints of “left/right hand”, “left/right wrist”
and “left/right elbow”. The “hip” part contains the keypoints
of “left/right hip”. The “leg” part contains the keypoints of
“left/right knee” and “left/right ankle”. We set the rectangle
around a keypoint with size of 20% bh height × 20% bh

width to be the keypoint’s bounding box in the human keypoint
level.

Following [13], we employ ResNet-50 [62] with FPN [63]
as feature extractor, and extract 7 × 7 regional features from
the feature maps of highest resolution in FPN for human parts
at multi-level.

The dimension of node representation is set to 128, i.e.,
C � = D = D� = 128, and the dimension of the hidden layer of
the MLPs in the global module and dynamic attention module
is set to 256 while the dimension of hidden layer of MLPs fb

and fhoi is set to 1024. The number of sequential reasoning
iteration is set to T = 2. The spatial configuration in the global
module is encoded by one tensor with size of 64 × 64 × 3.
i.e., M = 64. The hyper-parameter μ is 0.1.

During training, we adopt the SGD optimizer with the
momentum of 0.9 and the weight decay of 0.0001. We set
the batch size to 4 with initial learning rate being 0.04. For
V-COCO, we train our model for 30 epochs and decrease
learning rate by 10× every 15 epochs. For HICO-Det, we train
our model for 35 epochs and decrease learning rate by 10×
every 25 epochs. The weights of the feature extractor ResNet-
50 pretrained on COCO are frozen to avoid overfitting during
training. When training the classifier to determine if interaction
exists, we select the positive and negative samples with ratio
1:3. During testing, for fair comparison, we use pre-detected
object results from [66], and discard the detected human/object
results of detection confidence lower than 0.5/0.4.

2) Datasets: We evaluate the performance of our HRNet
on three challenging HOI detection benchmarks, V-COCO,
HICO-DET and HOI-A. V-COCO [16], which is a subset
of COCO [64], contains 10,346 images (2,533 for train-
ing, 2,867 for validation and 4,946 for testing) including
16,199 human instances and annotates 26 HOI categories.
HICO-Det [17] contains 47,776 images (38,118 for train-
ing, 9,658 for testing) and annotates 600 HOI categories on
80 object categories (same as COCO) and 117 verb categories.
HOI-A [18] contains 38,668 images (29,842 for training,
8787 for testing), 11 kinds of objects and 10 action categories.

3) Evaluation Metric: Following [16], [17], we adopt the
mean average precision to evaluate the performance. The
prediction is regarded as a true positive only when the detected
bounding boxes of both the human and the object have IoUs
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TABLE II

COMPARISON WITH STATE-OF-THE-ART METHODS ON HICO-DET TEST SET. ’−’ INDICATES NO REPORT. ’COCO’ IN THE ’DETECTOR’ COLUMN
INDICATES THAT THE OBJECT DETECTORS ARE FIRST PRE-TRAINED ON MS-COCO [64] AND THEN FIXED WHEN TRAINING HOI MODELS,

WHILE ’HICO-DET’ INDICATES THAT THE OBJECT DETECTORS ARE FINE-TUNED WITH THE HICO-DET DATASET. HRNET AC P

INDICATES OUR HRNET USE ACP [29] AS THE BASELINE

TABLE III

COMPARISON WITH STATE-OF-THE-ART METHODS

ON V-COCO TEST SET [16]

w.r.t. the ground true larger than 0.5 and the HOI classification
result is correct.

B. Comparison With State-of-the-Art Methods

We compare our proposed method with existing methods on
HICO-DET [17], V-COCO [16] and HOI-A [18] benchmarks,
which is shown in Table II, Table III and Table IV respectively.

1) Results on HICO-DET Dataset: Table II shows the
results on the HICO-DET dataset. Previous state-of-the-art
methods achieve high performance thanks to the stronger
backbone [11], [29], [69], stronger detector [18], [26] and
detailed 3D information [28]. Some previous works also
leverage pose clues, e.g., concatenating pose information [12],
[13], passing features from parts to human and object [15].

Instead, our HRNet outperforms the existing methods ben-
efiting from the hierarchical reasoning module that captures
the relations among parts and object, and propagates parts
information across different levels via inter-level reasoning.
Specifically, comparing with our baseline which achieves
15.47 mAP on the Full classes on the Default setting, our
HRNet module can improve its baseline by a sizeable margin
of 2.63/3.6/3.76 mAP on the Full/Rare/Non-Rare classes under
Default setting. Moreover, we also simply incorporate our
light-weight hierarchical reasoning module into ACP [29] to
endow the ability of capturing both intra- and inter-relations.
We name it by “HRNetAC P ”. As shown in Table II, it consis-
tently improves ACP by a sizeable margin of 1.34 mAP on Full
classes under the Default setting. The result of our HRNetAC P

surpasses the current state-of-the-art methods. The results
demonstrate the effectiveness of our proposed hierarchical
reasoning module, even w.r.t a strong baseline method of ACP.
It also demonstrates that our proposed hierarchical reasoning
module is general-purpose and extensible for two-stage HOI
detection methods.

2) Results on V-COCO Dataset: We also perform experi-
ments on V-COCO dataset, as shown in Table III. Comparing
with other state-of-the-art methods, our method achieves a
new state-of-the-art result. Specifically, our HRNet achieves
53.1 AProle on V-COCO test set, which also improves our
baseline by 3.7 AProle.

3) Results on HOI-A Dataset: To assess the generalization
capability of the proposed method, we also conduct exper-
iments on the new HOI-A dataset, as shown in Table IV.
Previous state-of-the-art methods [18], [27] achieve high per-
formance thanks to their stronger detectors, such as cascaded
detectors [27], [70] and training human-object interaction clas-
sifier with detectors [18], [27]. We incorporate our hierarchical
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TABLE IV

COMPARISON WITH STATE-OF-THE-ART METHODS ON HOI-A TEST

SET [18]. HRNETC−H O I INDICATES OUR HRNET REPLACE THE

BASELINE WITH CASCADE-HOI [27]

reasoning module into Cascade-HOI [27], and name it by
“HRNetC−H O I ”. As shown in Table IV, it consistently
improves Cascade-HOI by a margin of 1.22 mAP on HOI-A
test set and achieves a new state-of-the-art result on HOI-A
dataset.

C. Ablation Studies

We further investigate the effectiveness of each component
in our proposed method on V-COCO dataset, which is mainly
shown in Table V, Table VI, Table VII and Table VIII.

1) Intra-Level Reasoning: As reported in Table V, our Intra-
level edges can acquire 1.7 AProle improvement compared
to the baseline (# 1 vs # 4) by encoding the relations
of appearance correlations and spatial layouts. Furthermore,
we also discuss all kinds of relations in intra-level reasoning
to validate the effects of relations. Comparing with # 1, # 2,
# 3 and # 4, we observe that the relations of appearance
correlations or spatial layouts and both consistently improve
the performance by 0.6, 1.3 and 1.7 AProle respectively.
Moreover, we also report the result that without the intra-level
reasoning (# 7) which decreases AProle by 0.7 (# 7 vs # 8),
and note that we still keep the edges between union node and
the other parts nodes in # 7. The results demonstrate that the
effectiveness of our Intra-level reasoning which captures the
relations of both appearance correlations and spatial layouts
among human parts and object at each level.

2) Spatial Information: Comparing # 4 with # 5, it can be
observed that adding the spatial information brings 0.5 AProle

improvement. It shows that encoding the spatial information
into graph nodes enhances the representation of each region.

3) Inter-Level Reasoning: We investigate the effectiveness
of the inter-level reasoning, which uses adaptive edges to
dynamically fuse the information between different levels
based on their features. Comparing reasoning within each level
separately, it brings 1.1 AProle improvement (#5 vs # 8), which
shows that both coarse and fine contextual information can be
effectively captured simultaneously through the propagation of
information between different levels.

4) Prior of the Hierarchical Body Structure: We validate
the effectiveness of the prior knowledge of the hierarchical
human body structure. Comparing with fully connecting nodes
across levels, the connections based on hierarchical body
structure acquire 0.9 AProle improvement (# 6 vs # 8), which
demonstrates the benefit of human body structure. It shows
that using body structure eliminates the invalid connections
and captures the correlative parts information as a context clue.

5) Dynamic Attention: To dynamically focus on the impor-
tant body parts at each level and suppress other irrelevant
parts, the dynamic attention improves the performance by
0.4 AProle. The result demonstrates that dynamic attention
helps to tweak the performance (# 8 vs # 9).

6) Number of the Sequential Reasoning Iteration: As
described in above, one iteration of sequential reasoning
contains the intra-level reasoning and the inter-level reasoning
sequentially. We conduct experiments with different iteration
number of our proposed hierarchical reasoning. The AProle is
51.6, 53.1, 53.0 when the number of iteration is set to 1, 2 and
3, respectively. We observe the performance slightly drop if
the layer number increases further due to over-fitting.

7) Level Number of the Human Parts: We further compare
the results of different number and granularity of parts level,
which is reported in Table VI. Comparing with the baseline,
using the single level of human level, human region level and
human keypoint level can acquire 0.7, 0.8 and 1.1 AProle

improvement respectively. This suggests that using the local
features with intra-level reasoning leads to a better understand-
ing of human-object interaction. Comparing the single part
level, using two level of part and pose level brings further
performance gain. We further analyze the different granularity
of two levels (human level + human region level vs human
region level + human keypoint level). The result shows the
fine-grained level with a performance boost of 0.9 AProle,
since it can provide more fine-grained information to assist
the interaction detection.

8) Ways of Extracting Graph Representation: Since we use
the node corresponding to the union region to embed the whole
graph information at each level, we also compare the way of
global average pooling to extract the whole graph information.
We conduct the experiment that uses global average pooling to
extract the graph representation and then concatenates with fg .
The result is 52.7% which is lower than 53.1% demonstrating
that the human-object pair union nodes can reliably represent
the human object interaction after graph reasoning.

9) Dimension Number and Hyperparameter μ: We report
the results with different numbers of the features dimension
on each node in our graph and the value of hyperparameter μ,
as shown in Table VII. It has been observed that our HRNet
is insensitive to the features dimension. Thus, we empirically
fix the dimension number of each node to 256 to be a tradeoff
between the performance and memory cost. For the hyperpa-
rameter μ used in Eq. 11, we observe that the performance of
AProle is overwhelmed when we bias the hyperparameter μ
which is the weight of the loss term of binary interaction score.
It also shows that the larger number of μ, the more severe
the performance degradation, because it is much simpler to
determine whether an intersection exists than to identify what
kind of intersections are there.

10) Edge Weight: We conduct experiments to study the
impact of the edge weight on our graph structure, as shown
in Table VIII. Specifically, the edge weight of Eq. 3 is similar
with Eq. 6, and they are both used to capture the appearance
relations. The Eq. 4 in intra-level reasoning is used to capture
the spatial relations within one level. The major difference
between them is the activation function and where it is placed.
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TABLE V

ABLATION EXPERIMENTS ON V-COCO. IN ’CONNECTION WAY’, THE ’FULLY CONNECTION’ AND ’BODY STRUCTURE’ INDICATE THE FULLY
CONNECTING NODES ACROSS LEVELS AND CONNECTING NODES BASED ON THE HIERARCHICAL BODY STRUCTURE IN THE INTER-LEVEL

CONNECTIONS, RESPECTIVELY

TABLE VI

EVALUATION RESULTS OF OUR HIERARCHICAL REASONING MODULE

WHEN INCORPORATING DIFFERENT NUMBER AND GRANULARITY OF

PARTS LEVEL ON V-COCO DATASET. HUMAN, REGION AND JOINT
INDICATE THE HUMAN LEVEL, HUMAN REGION LEVEL AND

HUMAN KEYPOINT LEVEL RESPECTIVELY

TABLE VII

IMPACTS OF THE DIMENSION AND HYPER-PARAMETER μ

To study the impact, we conduct experiments via exchanging
these two edge weights. We can observe that the results
#1-#3 in Table VIII are comparable, which demonstrates that
our method is insensitive with the particular architecture of
edge weight for capturing appearance relations.

11) Sequential Reasoning: We conduct experiments to val-
idate the effectiveness of the sequential reasoning. As shown
in Table VIII. Comparing with #4 and #1, we observe a
performance drop when the graph performs a simultaneous
reasoning, where we perform the intra-level and inter-level
message propagation at the same time. Thus, we employ the
sequential reasoning in all our experiments except as otherwise
noted.

12) Computational Complexity: Comparing with the 23M
parameters of backbone (ResNet50), the parameters of our
hierarchical reasoning module is 1.84 M only, which shows
that our proposed module is light-weight. The average runtime
of our proposed hierarchical reasoning module for a pair of
human-object features is 54.5 ms. And the average runtime

TABLE VIII

IMPACTS OF REASONING WAY AND EDGE WEIGHT IN OUR HRNET ON

THE V-COCO DATASET

for extracting part and keypoint features used in our method
is 1014 ms. We evaluate the runtime on one GTX1080Ti and
measure it by calculating the mean runtime over 5k iterations.
It shows that the runtime of our method can be negligible.

D. Fine-Grained Classification

In addition to human-object interaction detection, we further
conduct experiments on fine-grained image classification to
assess the generalization capability of HRNet. Since fine-
grained classification faces the challenging of the inherently
subtle difference between different categories, it is required
to consider the local discriminative parts and more challeng-
ing than general image classification. Thus, we validate the
generalized ability of HRNet to capture relations among local
regions in the task of fine-grained classification.

1) Datasets: We conduct experiments on the challenging
CUB dataset [71], which consists of 11,788 images of 200 bird
species with detail annotations of parts and bounding boxes.

2) Implementation Details: In the experiments, we adopt
our hierarchical reasoning module with the baselines,
B-CNN [58] and iSQRT-COV-Net [72], following their imple-
mentation setting for fair comparison. Specifically, we build a
hierarchical reasoning module containing the entire object and
their part region level as two level, and then concatenates the
output with the features from baseline as the final features.

Table IX shows the results on the CUB dataset. The results
demonstrate that the proposed hierarchical reasoning module
can improve B-CNN [58] and iSQRT-COV-Net [72] by 0.6%
and 0.8% respectively. It shows that the generalization ability
of the proposed hierarchical reasoning module which can
capture and utilize the relations among different levels on fine-
grained classification.
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TABLE IX

THE RESULTS ON THE CUB-200-2011 DATASET. ’+ HRNET’ INDICATES
THAT INCORPORATING OUR PROPOSED HIERARCHICAL REASONING

MODULE INTO THE SPECIFIC METHOD

Fig. 5. Visualization results on the V-COCO test set. The number denotes
the score of the interaction from left to right on the image predicted by our
HRNet. The pink boxes indicate the most relevant body parts at the human
region level and keypoint level.

Fig. 6. Visualization results on the HICO-DET test set. The pink boxes
indicate the most relevant body parts at the human region level and keypoint
level.

E. Qualitative Results

Figure 5 and Figure 6 visualize the HOIs detection results on
the V-COCO and HICO-Det test set respectively. We present

the visual results of one interaction, its score and its most
relevant human part at the human region and keypoint level.
These relevant regions are obtain by the largest edges outgo-
ings to the union node. Visualization results show that our
HRNet learns to focus on the relative human region and
keypoints (e.g., the keypoint of wrist in the hand region) for
HOI detection based on the object and the human pose.

V. CONCLUSION

In this work, we propose a novel Hierarchical Reason-
ing Network (HRNet) for human-object interaction detec-
tion. We emphasize the importance of hierarchical multi-scale
human parts and propose to build the multi-level graphs to
represent parts at multi-level via their appearance and spatial
information. Furthermore, we also propose the intra-level
reasoning to model relations within the specific level based on
their appearance correlation and spatial layout, and inter-level
reasoning to dynamically propagate the information among
parts at different levels with the prior of body structure.
Our proposed lightweight HRNet also have extensible ability,
which can be easily incorporated into the two-stage HOI
detection models (e.g., our baseline, ACP [29] and Cascade-
HOI [27]) and the common fine-grained classification models
(e.g., B-CNN [58] and iSQRT-COV-Net [72]). Experimental
results show that our HRNet can not only achieve state-
of-the-art performance on V-COCO, HICO-DET and HOI-A
benchmarks, but also boost the performance of the fine-grained
methods.
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